
DIMENSIONALITY 
REDUCTION

Low dimensionality embedding



DIMENSIONALITY 
REDUCTION

• Data Mining objective: understand our data
‣ We get a dataset composed of many features

- Or worst, complex object (image, sound, graph…)
‣ How to understand the organization of our data?
‣ How to perform clustering?



VISUALIZATION

• Your data is perfectly fine, but you want to intuitively 
understand how it is organized
‣ Are there groups of similar objects?
‣ Are my clusters meaningful?
‣ Is my classification/clustering on some types of elements and not others.



VISUALIZATION



CURSE OF DIMENSIONALITY

• Having hundreds/thousands of attributes is a problem for data 
analysis.
‣ e.g.: medicine: blood analysis, genomics….
‣ e.g.: cooking recipes: each column an ingredient…

• We want to reduce number of attributes while keeping most 
of the information

• Scalability



CORRELATION

• Assume that you have correlated features such as age, height 
and weight. 
‣ Linear regression will attribute the coefficients somewhat randomly between 

them
‣ Decision tree will spend a lot of time choosing between them for no reason

• Dimensionality reduction can create a single variable to 
capture what is common
‣ The rest can be lost or captured by another feature, 

- i.e., height - average height for that age, “residuals”



PCA



PCA
• PCA: Principal Component Analysis

• Defines new dimensions that are linear 
combinations of initial dimensions
‣ Objective: concentrate the variance on some 

dimensions
- So that we can keep only these ones.
- Those we remove contain low variance, thus low information

• Similar principle than the Fourier transform 
technique for image compression



PCA
• Algorithm:

‣ 1)Find an “axis”, a unit vector defining a line 
in the space
- That minimizes the variance=>the squared 

distance from all points to that line

• 2)For d in (initial_d-1)
‣ Find another axis, with two constraints:

- Orthogonal to all previous axis
- Among those, minimize the variance

• 3)At the end, keep the first k 
dimensions
‣ Some information is lost

?
?

?



EXAMPLE PCA 2D

Covariance matrix  (original) Covariance matrix  (pca)
[ 1.98675899e+00, 0], 
[0,  1.32410092e-02]

1 1 1.98675899 0.01324101

Variance by dimension Variance by dimension

[1.        , 0.98675899], 
       [0.98675899, 1.        ]

Sum of variance Sum of variance
2 2

[0.9933795, 0.0066205]Explained variance(ratio)



3D=>2D



CHOOSING COMPONENTS

Explained 
variance

• How to choose k?
‣ Elbow method
‣ OR fix beforehand a min threshold of explained variance, e.g.: 80%

- We are fine with losing 20% of information 



COMPUTATION IN PRACTICE

• Find the eigenvectors of the covariance matrix of centered 
data

• If you want  new dimensions, pick the  eigenvectors 
associated with the  largest eigenvalues
‣ Eigenvalues = explained variance

• The eigenvectors corresponding to the top eigenvalues are 
coefficients of the linear transformation

k k
k



PCA POPULARITY

• Why is PCA popular?

• Similar reasons than linear regression:
‣ Historically important
‣ Analytical solutions

- Guarantee to find the global minimum of the objective
- Could be done before modern computers

‣ Interpretable solution
‣ Intuitively pleasant

• No reason to consider it “better” than other methods…



NON-LINEAR SITUATIONS

Pearson correlation(d1,d2): 0



NONLINEAR DATA



MANIFOLDS



MANIFOLDS

• Manifolds are another approach to dimensionality reduction

• The general principle is to 
‣ 1)Define a notion of distance between elements in the original space
‣ 2)Define a notion of distance between elements in a reduced, target space
‣ 3)Minimize the difference between distances in original and target space

• In many cases, the process is nonlinear, i.e., we choose 
distances such as
‣ We care more about preserving close proximity than exact distance for nodes 

that are “far” from each other









MDS
• MDS: Multi-dimensional Scaling:

‣ Simply minimize distance between original space and target space
- e.g., d-dimensional forced to 2-dimensional

• How to do it?
‣ 1)Compute all pairwise distances between Objects=>similarity matrix

- n x f matrix => n x n matrix
‣ 2)Compute PCA on this similarity matrix

- PCA preserves columns information => preserve distance on a similarity matrix

• Problems: 
- Very costly (nb features=nb elements), 
- Try to preserve all distances, therefore extremely constrained

n2



MDS



ISOMAP
• Variation of MDS

‣ 1)We define a graph such as two elements are connected if they are at 
distance<threshold. (Alternative: fixed number of neighbors)
- Put a weight on edges=euclidean distance

‣ 2)Compute a similarity matrix, such as distance= weighted shortest path 
distance

‣ 3)Apply MDS on it

• Computing shortest paths on a graph is fast
‣ Floyd–Warshall algorithm

• Much less constraints



T-SNE



T-SNE

• t-SNE : t-distributed stochastic neighbor embedding

• Non-linear dimensionality reduction

• Currently the most popular method for visualizing data in low 
dimensions



T-SNE

• General principle:
‣ Define a notion of similarity  in the high dimensional space 

- Based on normal distribution
‣ Define a notion of similarity  in the low dimensional space 

- Based on student-t distribution, tends to “exaggerate” differences
‣ For each point of initial coordinates , find a new coordinate  in the lower 

dimensional space, such as to minimize the difference between  and 
-  

pj|i P

qj|i Q

xi yi
P Q

∀i, j pj|i ≈ qj|i



SNE

• Distance in the original space 
‣ To compute how far  is from , consider a normal distribution centered in  

with variance 

‣ Mathematically: the raw distance is given as 

‣  

- Normalizes the similarity by sum of similarity to all other points.
- With proper , local definition of similarity

P
j i j

σ

sP
j|i = e−

∥xi − xj∥
2

2σ2

pj|i =
sP
j|i

∑k≠i sP
j|k

σ

i

i

Euclidean

Normal



T-SNE: PERPLEXITY

• There is a perplexity parameter : it controls how much each 
point cares more about close neighbors compared with 
farther neighbors
‣ Low : Preserve mostly local distances
‣ High : Give more importance to long-range distances

- More expensive, more similar to a PCA

σ

σ
σ



INFLUENCE OF PERPLEXITY





LOW DIMENSIONAL 
EMBEDDINGS



EMBEDDINGS

• A recent usage of low dimensional embeddings is to encode 
complex objects as vectors
‣ Words as Vector => Word2Vec
‣ Nodes (of graph) as Vectors => Node2Vec
‣ Documents as Vectors => Doc2Vec
‣ ….



WORD EMBEDDING



WORD EMBEDDING

• Words can be understood as a (very) high dimensional space
‣ Using One Hot encoding: vocabulary of 1000 words=>1000 columns

• Could we assign a vector in “low dimension”, encoding the 
“semantic” of a word? 
‣ Two words with similar meanings should be close



SKIPGRAM
Word embedding

Corpus => Word = vectors
Similar embedding= similar context

[http://mccormickml.com/2016/04/19/word2vec-tutorial-the-skip-gram-model/]
36



SKIPGRAM

https://towardsdatascience.com/word2vec-skip-gram-model-part-1-intuition-78614e4d6e0b37



SKIPGRAM

https://towardsdatascience.com/word2vec-skip-gram-model-part-1-intuition-78614e4d6e0b38

N=embedding size. V=vocabulary size



SKIPGRAM

[https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/]
39

https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/


SKIPGRAM

[https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/]
40

https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/


PRE-TRAINED

• You can easily train word2vec on your own dataset, but it 
needs to be large enough
‣ https://radimrehurek.com/gensim/models/word2vec.html 

• You can use pre-trained embeddings, trained on enormous 
corpus (Twitter, Wikipedia…)
‣ e.g., Glove: https://nlp.stanford.edu/projects/glove/

https://nlp.stanford.edu/projects/glove/


USAGE

• Single words=> Use directly vectors

• Short texts=> Weighted average vectors (more weights to 
more important words, e.g., rare words: TF-IDF…)

• Long texts=> More tricky. Need other approaches (Doc2vec, 
RNN)



USAGE

• Parameters: 
‣ Embedding dimensions d
‣ Context size



GRAPH EMBEDDING



GENERIC “SKIPGRAM”

• Algorithm that takes an input:
‣ The element to embed
‣ A list of “context” elements

• Provide as output:
‣ An embedding with interesting properties

- Works well for machine learning
- Similar elements are close in the embedding
- Somewhat preserves the overall structure

45



DEEPWALK

• Skipgram for graphs: 
‣ 1)Generate “sentences” using random walks
‣ 2)Apply Skipgram

• Parameters: 
‣ Same as Skipgram

- Embedding dimensions d
- Context size

‣ Parameters for “sentence” generation: length of random walks, number of walks 
starting from each node, etc.

Perozzi, B., Al-Rfou, R., & Skiena, S. (2014, August). Deepwalk: Online learning of social representations. In Proceedings of the 20th ACM SIGKDD international 
conference on Knowledge discovery and data mining (pp. 701-710). ACM.

46



NODE2VEC
• Use biased random walk to tune the context to capture 

*what we want*
‣ “Breadth first” like RW => local neighborhood (edge probability ?)
‣ “Depth-first” like RW => global structure ? (Communities ?)
‣ 2 parameters to tune:

- p: bias towards revisiting the previous node
- q: bias towards exploring undiscovered parts of the network

Grover, A., & Leskovec, J. (2016, August). node2vec: Scalable feature learning for networks. In Proceedings of the 22nd ACM SIGKDD international conference on Knowledge 
discovery and data mining (pp. 855-864). ACM. 47



EMBEDDING ROLES

48



STRUC2VEC/ROLE2VEC

• In node2vec/Deepwalk, the context collected by RW contains 
the labels of encountered nodes

• Instead, we could memorize the properties of the nodes: 
attributes if available, or computed attributes (degrees, CC, …)

• =>Nodes with a same context will be nodes in a same 
“position” in the graph

• =>Capture the role of nodes instead of proximity
Ribeiro, L. F., Saverese, P. H., & Figueiredo, D. R. (2017, August). struc2vec: Learning node representations from structural identity. In Proceedings of the 23rd 
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (pp. 385-394). ACM.49



Ribeiro, L. F., Saverese, P. H., & Figueiredo, D. R. (2017, August). struc2vec: Learning node representations from structural identity. In Proceedings of the 23rd 
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (pp. 385-394). ACM.

STRUCT2VEC : DOUBLE ZKC

50



DEEP LEARNING
AND

EMBEDDINGS

51



SHALLOW TO DEEP

• Deep neural networks are also commonly used to produce 
complex data embedding
‣ Skipgram/Word2Vec/Node2Vec are just particular cases of a general principle

• After each layer of a DNN, items are represented as vectors
‣ Usually, at some steps, those layers are low-dimensional
‣ Often, the last step or the middle step
‣ These can be used as embedding for other tasks



SHALLOW TO DEEP



APPLICATIONS

• Image modification: modify some values of the embedding of 
an object (image, music, graph…) to reconstruct a slightly 
different version of it

• Clustering
‣ Train a DNN on image classification task, then use clustering on the 

embeddings to discover similar images

• Visualization
‣ Using Tsne on an embedding, we can have a global view of the organization of 

our data
- Music, photos, graphs, books…



OBJECTS/VECTORS 
TO 

GRAPHS



GRAPH<->VECTORS

• Graph Embedding: Graph->Vectors

• What about Vectors->Graphs
‣ Simple approach: Correlation matrix
‣ =>Represent the relations between features in a dataset

- 1)Compute the correlation between all variables(spearman/Pearson)
- 2)Keep only correlations above a threshold
- 3)Correlation values can be represented as weights





ITEM-ITEM GRAPH

• We can use graphs as an alternative to dimensionality 
reduction for visualization
‣ PCA / tSNE: project items in 2D, close items are similar

- Some impossibilities, e.g., palm (part of the hand, tree)
‣ Networks can also be viewed in 2D and preserve the similarity information

• Approach:
‣ 1)Compute a distance between elements

- Euclidean
- Cosine (in recommendation settings for instance)

‣ 2)Keep as edge values above a threshold



ITEM-ITEM GRAPH



ITEM-ITEM GRAPH
• Typical application case: Brain signal analysis

‣ Distance is computed as signal correlation on fMRI, i.e., regional brain activity



BACKBONE EXTRACTION

• In many cases, the network created might be too dense to be 
analyzed properly 
‣ Too low threshold: everything is connected
‣ Too high: disconnected graph

• A solution is to use Backbone extraction
‣ Methods that retain only the most important edges, based on different 

principles
‣ e.g., https://gitlab.liris.cnrs.fr/coregraphie/netbone

https://gitlab.liris.cnrs.fr/coregraphie/netbone


BACKBONE EXTRACTION



PROJECT



OBJECTIF
• Rendre un dossier court (6 Pages maximum+ Figures)

‣ De qualité professionnelle
‣ => Article de data-journalisme
‣ => Article scientifique décrivant une étude empirique
‣ => Rapport pour un client, un employeur

• Faire parler les données

• Utilisation des outils vus en cours, mais d’autres outils sont 
autorisés
‣ Interdiction de se concentrer sur une tâche supervisé (Pas l’objectif de ce 

cours)



OBJECTIF

• Quelques exemples



https://www.aljazeera.com/features/longform/2023/1/27/
staying-warm-this-winter-how-cold-affects-those-most-

vulnerable



https://cs229.stanford.edu/proj2015/129_report.pdf
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algorithm, 10 samples from each genre were randomly chosen
as our test set (mtest = 10/genre), and the remaining data
were used as our training set (mtrain = 50/genre).

To collect features from each sample, Discrete Fourier
Transform (DFT) was performed on each sample. An array of
frequencies {fj}j were defined to divide our frequency range
of interest into frequency bands of Bj = [fj , fj+1]. Given an
array {fj}j with length n+1, and a raw wave data w(i), our
feature vector x(i) 2 Rn is defined as the following :

x̂(i)
j =

Z
hj(s)DFT (w(i))ds (1)

x(i) = x̂(i)/||x̂(i)||2 (2)

hj(s) =

⇢
1 if s 2 Bj

0 otherwise (3)

Each feature vector was normalized to satisfy ||x(i)|| = 1.
Two different feature sets XL and XM were used for our test
as illustrated in Fig. 1. Initially, we generated 10 frequency
bands in (0 ⇠ 5000 Hz), and the contribution of each feature
to classification of the songs was assessed by CART as shown
in Section. III-B and Table. I. Since the lower frequency region
was found to show more impact on determining the genres in
our preliminary results, XL uses the average values of 20 low
frequency bands (0 ⇠ 200Hz) with bandwidth of 10 Hz, and
7 mid/high frequency bands (200 ⇠ 5000 Hz) with bandwidth
of 100 ⇠ 1000 Hz. On the other hand, XM uses the average
values of a Mel-scale frequency division for 20 ⇠ 2000 Hz
(20 bands).

B. Supervised Learning
CART, a conceptually simple yet powerful method, was

used to perform a recursive partitioning. In this process, our
data set was split into two regions R1 and R2 (first and
second music genre for our study) and the splitting process
was repeated until the stopping rule is applied. The CART
algorithm automatically decided the splitting variables j and
split points s until it found the best binary partition. A greedy
algorithm efficiently and quickly determines the best pair (j, s)
[7]. In the greedy algorithm [7], the pair of half-planes is
defined as in Eq. 4. The splitting variable and the split point
are solved by Eq. 5 and the the inner minimization is solved
by Eq. 6.

R1(j, s) =

⇢
X | Xj  s

�
; R2(j, s) =

⇢
X | Xj > s

�
(4)

argmin
j,s

2

4min
c1,c2

0

@
X

xi2R1(j,s)

(yi � c1)
2 +

X

xi2R2(j,s)

(yi � c2)
2

1

A

3

5 (5)

ĉ1 = E
�
yi | xi 2 R1(j, s)

�
; ĉ2 = E

�
yi | xi 2 R2(j, s)

�
(6)

For our study, CART (classification tree algorithm rather
than regression tree) was applied to prioritize a number of
features among the entire feature space shown in Table.I.
For supervised learing, a CART classifier model was trained on
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Figure 1. Features XL (upper) and XM (lower) sampled from 5 genres :
classical, EDM, hip-hop, jazz and rock.

a balanced training data set (mtraining = 50/genre). A built-
in algorithm, rpart [8], was used in R software to perform
CART and the optimal classification tree size was adaptively
chosen from the data by cost-complexity pruning [8] using the
node impurity, Qm(T ) = 1� p̂mk(m) described in Eq. 7.

p̂mk(m) =
1

Nm

X

xi2Rm

I(yi = k(m)) (7)

where p̂mk is the proportion of class k ( genre for our study)
observation in node m.

The recursive binary tree is illustrated in Fig. 2 that fully
describes the feature space partition corresponding to the
partitioning of the songs in the regions Rm (three or five
genres for our study).

3

Table I
CART FEATURE IMPORTANCE

10 features (Hz)
Feature 2nd (50-100) 1st (0-50) 3th (100-200)

Importance 26 20 19

Table 1 : Classification tree (CART) trained on 90 pre-labeled songs with 10
features ranged from 0 Hz to 5000 Hz shows that 46 songs among 90 songs
were recognized by the first two features (frequency band from 0 to 100 Hz).

Figure 2. CART for 3 (Upper:mtrain = 150)) genres and 5
(Lower:mtrain = 250) genres are demonstrated using XL.

C. Unsupervised Learning

K-means clustering was performed on our data set to cluster
the samples. One sample from each genre were randomly
chosen as our initial pivots. Prior to k-means, PCA was
performed to extract the significant components from our
feature sets. Only the top 10 components were used to run
the clustering. Fig. 3 and Fig. 4 show the data distribution in
top 3 principal components. The test was performed for i) a
three genre classification (classical, hip-hop, rock), and ii) a
five genre classification. The whole data set (m = 60/genre)
was used for the classification. To evaluate the performance of
our classification, the purity and Rand Index(RI) were used.
The purity of a clustering represents how homogeneous each
cluster is in average, and RI gives us the accuracy of the
classifier when any two random samples are chosen from the
data set and compared.

IV. RESULTS

A. Supervised Learning

CART was performed for a three genre classification test
and a five genre classification test, using feature sets XL and
XM . In a 3-genre classification, the classifier showed recogni-
tion rates of 77.2% (� = 7.42) with XL and 86.7% (� = 4.27)
with XM , displaying a significantly better performance for
XM . On a 5-genre classification, the recognition rates declined
to 54.7% (� = 6.02) and 60.7% (� = 4.32) respectively, also
displaying a better performance for XM .
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Figure 3. PCA result for three genres using feature set XM . PCA plot from 3
genres effectively visualizes the distance between songs. In the plot, first two
principal components efficiently classifies classical (1) from the other genres,
and third principal components separate the hip-hop(2) from rock (3).
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Figure 4. PCA result for five genres using feature set XM . PCA plot from 5
genres effectively visualizes the similarity and difference between songs. The
plot exhibits the genre similarity between EDM (2) and hip-hop (3); jazz (4)
and rock (5). And, it can be noted that the plot demonstrates the widest span
of jazz (4) compared to the highly-localized classical (1).

B. Unsupervised Learning
The purity for a three genre classification was 0.822 with

feature set XL and 0.844 with XM . There was a significant
drop in the purity when the number of genres increased from
3 to 5, showing 0.620 with XL and 0.597 with XM , resulting
in -0.224 decline in average. It also shows that feature set XM

was more effective for classifying the three genres, while XL

appeared to have a better performance when the number of
genres increased.

Meanwhile, the RI for a three genre classification was
0.790 with XL and 0.817 with XM . It also did not show
much decline (-0.033 in average) when the number of genres
increased, resulting in 0.767 for XL and 0.774 for XM .

These values could not be directly compared with the results
from other studies since the data set and the chosen genres
were different. Also, some studies [6] use different ways
to define the purity and RI. Although we belive our results
have shown satisfying performance, there are possibilities to
improve the performance.

C. Confusion between genres
Both learning algorithms tried performed significantly better

with a 3-genre classification. In Table. III, the confusion matrix

4

Table II
CONFUSION MATRICES FOR THREE GENRE CLASSIFICATION

(a) Feature set XL (b) Feature set XM

C1 C2 C3

Classical 45 0 15
Hip-hop 0 49 11
Rock 5 1 54

C1 C2 C3

Classical 50 0 10
Hip-hop 0 51 9
Rock 5 4 51

Table II : Clustering results for a three genre classification using feature sets
XL (left) and XM (right). The purity and RI are (a) 0.822, 0.790 and (b)
0.844, 0.817 respectively.

Table III
CONFUSION MATRICES FOR FIVE GENRE CLASSIFICATION

(a) Feature set XL

C1 C2 C3 C4 C5

Classical 37 0 0 9 14
EDM 0 51 7 0 2
Hip-hop 0 30 26 0 4
Jazz 3 7 1 39 10
Rock 3 16 0 8 33

(b) Feature set XM

C1 C2 C3 C4 C5

Classical 47 0 2 9 2
EDM 0 48 5 0 7
Hip-hop 0 35 17 0 8
Jazz 10 2 2 23 23
Rock 4 6 0 6 44

Table III : Clustering results for a five genre classification using feature sets
XL (upper) and XM (lower). The purity and RI are (a) 0.620, 0.767 and (b)
0.597, 0.774 respectively.

shows that EDM was frequently confused with hip-hop, while
jazz was often mistaken as rock. The PCA result in Fig. 4 also
demonstrates how these genres are closely distributed on the
principal component space. This shows that some genres can
be closer than other genres in our feature set.

In order to examine the distance between genres, we con-
structed a neighbor graph based on the L2-norm distances of
feature set XM in Fig. 5. For each sample, only the seven
most nearest samples were considered as neighbors. Proximity
scores were calculated using the graph, which gives a higher
score if the two samples are closely related to each other. The
proximity score of two samples x(i), x(j) were calculated as
the following :

sij =
X

k 6=i,j

exp(�||x(i) � x(k)||� ||x(j) � x(k)||) (8)

High score implies that the two data has many common
neighbors and are likely to be classified as same genre. Fig. 6
shows a heat map of the proximity scores, which visualize the
similarity between genres clearly. It shows a close relationship
between EDM and hip-hop, while classic does not show much
relationship with other genres.

Figure 5. Graph showing the proximity between songs with 7 nearest
neighbors. Each red dot represents a song, each blue edge represents a
connection between two neighbors. Abbreviations: C is classical, E is EDM,
H is hip-hop, J is jazz, R is rock

Figure 6. The heatmap of a proximity matrix between 300 songs of 5 genres
in order - classic, EDM, hip-hop, jazz and rock. Abbreviations: C is classical,
E is EDM, H is hip-hop, J is jazz, R is rock

There are a number of reasons why the models can not
distinguish EDM and Jazz from hip-hop and rock, respectively
. One key reason is because of the limited features. The
features explored in this paper may not capture the key
differences between those genres. In addition, our input data
were selected randomly from Youtube. Our selection might
include songs that are not representative of the designated
genres. Some samples might be a mixture of different genres,
in which the classification of genres are ambiguous since some
songs can be classified as multiple genres. With a standard data
set, we would expect the performance to improve.

V. CONCLUSION

In this report, we have explored methods to cluster sets
of music by DFT data extracted from raw wave signals. The
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Figure 1: Clusters of Voting Profiles in Palm Beach County Florida, 2000

(A) All Voters for Gore or Bush
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(B) Among Gore Voters (N = 210,640)
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(C) Among Bush Voters (N = 124,500)
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Note: Plots Estimates from the Clustering Algorithm, where one panel is from one model.
The length of each bar indicates the estimated value of µkj`, or the probability voters in
cluster k votes for option ` 2 {abstain, straight, split, other} in office j.
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