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» Rémy Cazabet (remy.cazabet@univ-lyon |.ir)

» Class page: http://cazabetremy.ir/ Teaching/DISS/ML.htm

» Assoclate professor, LIRIS Laboratory, Lyon | University
* leam: Data Mining and Machine Learning (DMZ2L)

* Lyon's Institute of Complex Systems (IXXI)
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@iE = arcnitopics:

» Large Network Analysis (Cryptocurrencies...)
Graph Clustering
Dynamic network

Graph Embedding
Graph Neural Networks
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* Interns application welcomed



DEFINITION

» Machine learning(ML) involves computers discovering how
they can perform tasks without being explicitly programmed
to do so. It involves computers learning from data provided so
that they carry out certain tasks. It 1s a subset of Artificial
Intelligence.

» [https://en.wikipedia.org/wiki/Machine_learning]



1S C LA

* L ess math

» Math are everywhere in ML. But most of it is applying simple math.
» |f you need to understand the hard one, it is simpler to take a book.

* More Inturtion

» | want you to understand the large picture.You can focus on what you like.

* No learning by heart

» Remember that the concept exist, so you can google It.

@ lidisome practice

» Huge amount of resources avallable for free



1S C LA

* T his class Is based on:
» Countless Wikipedia and blogs (use them too!)

 Some books

» Borrow at my office

Data Mining and

THE HUNDRED-PAGE
MACHINE LEARNING
BOOK

FOURTH EDITION

DATA MINING

Practical Machine Learning
Tools and Techniques

lan H. Witten - Eibe Frank - Mark A. Hall - Christopher J. Pal




CLASS OVERVIEW

» Data description, preparation, etc.
» Supervised ML

Sliclibervised ML

» Graphs

* Product recommendation



CLASS OVERVIEW

* Your past experience on machine learning?

* What 1s machine learning for you!



a1reS Or DADS



AT PR

- Data types :What kind of data (feature, variables) can we

encounter?

e ple
- Name, Age, Gender; Revenue, Birth Date, Address, etc.
» House/Apartment

- Surface area, Floor, Address, # of rooms, # of Windows, Elevator; etc.

* lypes of features!



AT PR

 Nominal

» From “names’”. No order between possible values
» Color, Gender, Animal, Brand, etc. (Numbers:Participant 1D, class. . .)

« Ordinal

» Order between values, but not numeric

» Size[small, medium, large], [Satisfied, ..., Unsatisfied], Income [O-10k],[ | Ok-15k],
[ 15k-50k]...

* Interval

« Ratio



INTERVAL

* Numeric values, Difference is meaningful
Bl 00— 557, But 30° £ 2% [ 5°
e =2000=[739-1787,but 101 | = 2022/2
» =>0 Is not a meaningful value, Is arbitrary



RATIO

* Nlumerical values, all operations are valid

» Height, Duration, Revenue...



T HER R

» Real Data can have many other forms

» Textual
» Relational (networks)
» Complex objects (picture, video, software...)



ITRICKY CASES

* Real life 1s complex
» You will have to do modeling choices (feature engineering...)

» Possibles values: Blue, Cyan, White, Yellow, Orange, Red.

N ezl er Ordinal ?

B Hie%e i rate X on a scale from U to 5>
» What If labels are associated ? ("Bad”, “average’, ...)



TRAPS

- Latitude and Longitude
* Directions expressed as angle (north+85°)

R clifstexpressed between O and | 2/24, day of mentisels

» Convert In time since beginning of dataset ¢

» => Space and [ime often handled with specific ML methods



RELATIVE AND ABSOLUTE

* The world values are divided in two types of things, and two
types of interpretation

- |s there a larger difference between two persons:

» Age | / 5! Revenue |000€/1500€ !
= NS Revenue [0 000 €/ 10500 € ¢

* Think about It:

» In country |, average salary is 100$, pl salary is [000$
» In country 2, average salary is 1000%, p2 salary i1s 2000%$

» Should you consider that

- pl is well paid (10x average salary VS 2x for p2)
- They are paid the same (1000% difference)



RELATIVE AND ABSOLUTE

* If your values are expressed in absolute terms, but you think
their interpretation should be In relative terms, you can

transform them using the log scale: e.g,,
» In log2, going from x to x+ | means multiplying by 2.

» In logl 0, going from x to x+| means multiplying by 10

* e.g, should you express earthquake strength In:

» Energy released
» Richter Magnitude (log scale)

» Depends If you care about comparing small and large earthquakes (relative) or
arge from superlarge (raw scale => all those small ones look the same from
there)




BN T INUOUS OR DISCRE S

» Real data I1s never mathematically continuous (limit of precision
[IReSnplters. . .)

« A dataset must be treated as continuous when the number of

possible values Is at least in the order of the number of
observations.

* Think of plotting an histogram distribution. ..



MISSING VALUES

» Real life datasets are full of missing values

» Impossible data: hair color for a bald person
» More generally, falled to obtain them

* Few ML methods can deal with missing values

» =>|mputation
- Naive: fill with average value
- Use ML to fill missing values (other problems, introduce biases...)
- Large lIiterature, no good solution



UNIVARIATE / MULTIVARIATE

* Single feature: univariate
e

* Real life: multivariate.
» 2D (age, weight)

» 3D (age, weight, height) . )
» 4D (age, weight, height, genre) — —




DESCRIBING AVARIABLE



DESCRIBING VALUES

R Eanr YA verage

» Be careful, not necessarily representative !

* Median

» Be careful, not necessarily representative !

* Mode

» Not necessarily representative

» Min/Max

A



Median Mean



DISTRIBUTION

* What Is a distribution!?

» A description of the frequency of occurence of items

» A generative function describing the probability to observe any of the possible
events

» Discrete or continuous

Continuous Distribution

179.9\180.1

[1,5] (5,91 (9,13] (13,17] (17,21] (21, 25] 160 170 180



DISTRIBUTION (DISCRETE)

[1,5] (5,91 (9,13] (13,17] (17, 21] (21, 25]

» =>)5 observations In the interval (13,1/]

* Raw values for a sample,

e or fraction

025
» 25%
Ui io | Must be inferior to | for any value



» Pdf: Probablility Density Function

» Problem with continuous variables: If we draw at random a number € [0,1],

the probability to be exactly any value is O.

» Integral must be equal to |
- =>Values can be above |
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EMPIRICAL DISTRIBU TIONS
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THEORETICAL
DISTRIBUTIONS

* Normal distribution

» Many real variables follow 1t approximately (height, weight, price of a given
Ptaeliemntvarious locations. . .

» Random variations around a well-defined mean

» Central limit theorem: average of many samples of a random variable
converges to a normal distribution
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THEORETICAL
DISTRIBUTIONS

* Binomial distribution

Number of successes in a sequence of nindependent experiments, each asking a yes—no question, and each with its own Boolean-valued outcome:
success (with probability p) or failure (with probability g=1 - p)
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https://en.wikipedia.org/wiki/Statistical_independence
https://en.wikipedia.org/wiki/Experiment_(probability_theory)
https://en.wikipedia.org/wiki/Yes%E2%80%93no_question
https://en.wikipedia.org/wiki/Boolean-valued_function
https://en.wikipedia.org/wiki/Outcome_(probability)

THEORETICAL
DISTRIBUTIONS

« Power LLaw distribution

» A relative change in one quantity results in a proportional relative change in the
other quantity, independent of the inrtial size of those quantities: one quantity
varies as a power of another.
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THEORETICAL

DISTRIBUTIONS

« Power Law distribution
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DISTRIBUTION COMPARISON

 Statistical test

» What is the probability that my observed data comes from the theoretical
distribution XXX
- Normalrty: Shapiro-Wik, etc.
- Categorical variables : Chi-squared y?
- |Eve:
» What Is the probability that two distributions are identical !

- Kolmogorov-Smirnov test

.

o
©
I—1

Cumulative Probability
o o
N [e)]

Ao
N

N

- Bootstrapping X
» “Can we reject the null hypothesis?”
- p-value large => null hypothesis Likely True. (Probability obtain data if hypothesis True)

- Normality test: Null hypothesis=>distribution i1s normal.
- Hypothesis testing: Null hypothesis=>No relation between variables of interest
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VARIANCE

* Variance:
» Expectation of the squared deviation of a random variable from rts mean

Var(X) = 6 = E |(X — p)?|

Also expressed as average squared distance
between all elements



STANDARD DEVIATION

* Squared root of the Variance

0=\@=\/E (X = w)?



RELATION WITH NORMAL
DISTRIBUTION

34.1%| 34.1%

0.0 0.1 072 0rcREmOR]




DESCRIPTIVE STATISTICS

»

il X Mean: 54.26
.r L ¢ 1 Mean a4 HH
" X 5B = 156 |b
." B Y Sil 70 85
AL e foFre. . 0 08

i syoss

The datasaurus

https://github.com/jumpingrivers/datasauRus



MEAN AVERAGE DEVIATION
(MAD)

* MAD or AAD (Average Absolute Deviation)

» Deviation from mean or from median

1 n
._Z‘xi_m(x)‘
nizl

* SO0 why are we using the Standard Deviation again ¢

» The mean minimizes the expected squared distance

» The median minimizes the MAD

» Nice relation with euclidean geometry (sum of variance Is variance of the sum)
» Leads naturally to least square regression and PCA... see later.

» Nevertheless, not the unique true objective. Think of what you really want to
measure... Sensibility to outliers... Undefined for power laws. ..




VARIABLE INTERACTIONS



COVARIANCE MATRIX

Covariance Matrix Formula ..f cuemath
« Covariance matrix K VarGo) Cov(x_,x)
» Extension of Variance to multivariate data e
> Var(X) =F [(X 05 ,bt)zl Cov(X_,X,) «eeee Var(x )

» cov(X,Y) = Kxy = E [X — E[X])(Y — E[Y])']
- How much variable X differs from the mean ? And Y ?

- Multiply the respective divergences of X and of Y for each item
- [ake the average

» => cov(X, X) = Var(X)

» Covariance is hardly interpretable by Itself.

» If >0, divergences tend to be in the same direction
» Normalize it to obtain the “correlation coefficient”



CORRELATION COEFFICIENT

cov(X, Y)

O
Normalize the Covariance by the Standard deviation.
Independent from magnitude, I.e., no need to have normalized data
Value in -1, +1.

- +1| means a perfect positive linear correlation, 1.e., X=aY

. Pearson correlation coefficient : py y =

v

v

v

- -| a negative one, L.e.,, X=-bY
0 can mean many different things

v



CORRELATION COEFFICIENT

. em N X Mean: 54.26
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CORRELATION COEFFICIENT

B@EERpossitle Interpretation, e.g.

» Cosine similarity of the vectors defined by the observations...

* 0./ ! ls 1t a high or low value ?
» It depends.



NONLINEAR RELATIONSHIPS

Linear relationship
Y=at+tbX+e



NONLINEAR RELATIONSHIPS
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NONLINEAR RELATIONSHIPS
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SPEARMAN'S CORRELATION

* Spearman’s rank correlation coefficient

» Assesses how well the relationship between two variables can

be described using a monotonic function
» Not assuming a linear relation

* Pearson correlation coefficient between the rank variables
cov(R(X),R(Y))

BES CRIORY) =
e OR(X)OR(Y)



SPEARMAN'S CORRELATION

Spearman correlation=0.35 Spearman correlation=1
Pearson correlation=0.37 Pearson correlation=0.88
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NOTIONS OF DISTANCE

Euclidean Distance Manhattan Distance Chebyshev Distance

2 1 2 1 1

1

N4 4
1 < > 1 1 < > 1

/:'\ v
2 1 2 1 1 1

V(e —22)? + (y1 — y2)? 21— 22| + [y1 — y2| max(|z; — 2|, [y1 — v2l)




NOTIONS OF DISTANCE

Euclidean Cosine Hamming
5 Al1]o]l1]1]o|o0
) 3
O Bi1]1]1]0]0|0O
Manhattan Minkowski Chebyshev
0 O——— ®- =
p=2
v
‘ P=1 :. ‘
Jaccard Haversine Serensen-Dice
Intersection Intersection




FEATURE SCALING

* We want to use euclidean distance to compute the “distance”
between 2 people based on attributes age(y), height(m),

welght(g).

» a= (y:20m:1.82,g:80 000), b=(y:20,m:1.82,:3 | 000), c=(y:90,m:1.50,2:80 020)
- d(a,b)=1000.0005
- d(a,0)=/2.8

» That Is not what we expected from our expert knowledge!

- We should normalize/standardize data



FEATURE SCALING

X — min(x)

. Rescaling (Normalization): x" = .
max(x) — min(x)

X — average(x)

. Mean normalization: x" = ,
max(x) — min(x)

X =X

. Standardization (z-score normalization): x" =
o



CURSE OF DIMENSIONALITY

100 +




CURSE OF DIMENSIONALITY

* Every observation is “far’ from any other observation

* Imagine you focus on the 807% most frequent values for each
variable: e

| var: Covers 80% of the population &

2 var: 64% of the population

ER a0

|0 var: 10%

|00 var: 0.00000002%

v

v

v

\ 4

v

* If you have many variables, you need huge datasets, else you
cannot generalize If all observations are completely different



BOME GOLDEN RULESS



BOME GOLDEN RULCESS

* In real life:
» Your data does not follow a normal distribution. Nor a power law, nor any
other theoretical distribution
» Your features are always correlated
» You always have non-linear relationships



BOME GOLDEN RULCESS

» GIGO: Garbage in, Garbage out



BOME GOLDEN RULCESS

» Real data Is always garbage



BOME GOLDEN RULCESS

» Get to know your data
» Exploratory Analysis



EAPERIMENTS

» Go to the webpage of the class and do today's experiments

* The “Going further” section I1s not mandatory, you can do it If
you have time and are interested



