COMMUNITY DETECTION
(GRAPH CLUSTERING)



COMMUNITY DETECTION

» Community detection Is equivalent to “clustering” In
unstructured data

* Similar problems: what Is a good community !
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COMMUNITY DETECTION

¢ S

» Community detection: »

» FIind groups of nodes that are:
- Strongly connected to each other
- Weakly connected to the rest of the network
- |deal form: each community is |)A clique, 2) A separate connected component

» No formal definition
» Hundreds of methods published since 2003



EMMUNITY STRUCTURKESS-
ReAL GRAFRS

* If you plot the graph of your facebook friends, it looks like this
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COMMUNITY STRUCTURE IN
REAL GRAPHS

« Connections In the brain ?

A

O = Occipital

O = Central

O = Frontoparietal
@ = Default mode
[] = Rich club

Deactivations




COMMUNITY STRUCTURE IN
REAL GRAPHS

* Phone call communications in Belgium ?




FIRST METHOD BY GIRVAN &
NEWMAN

» | )Compute the betweenness of all edges
BARERiioVe The edge of highest betweenness

* 3)Repeat untll all edges have been removed

» Connected components are communities

« => |t Is called a divisive method
» =>What you obtain Is a dendrogram

BEIGW TO cut this dendrogram at the best level ¢
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NEWMAN

Cluster Dendrogram
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FIRST METHOD BY GIRVAN &
NEWMAN

* Introduction of the Modularity

* The modularity 1s computed for a partition of a graph

» (each node belongs to one and only one community)

* [t compares :
» The observed fraction of edges inside communities

» To the expected fraction of edges inside communities In a random network
RO cived - Expected



MODULARITY INTUITION
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MODULARITY INTUITION

n=3 d(G) = p(u, v) . H 039
— i = — R
= 11 3 %8(8—1) 28

p(u,v) = 0.39




MODULARITY INTUITION

W

g— "1
p(u,v) ~ 0.39
ER random graph

Expected edges inside red (or green) (@l
(#node pairs * prob to observe an edge) 2

*p(u,v) =2.34
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MODULARITY INTUITION
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MODULARITY INTUITION

0%

i

el

&

o

p=0.39
Q= (5-6p)+(5-6p)=10-12p=532
Q=(3-3p)+ alz = To="1
Q=(6-10p)+(2-3p)=8-13p=2.93



MODULARITY INTUITION
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BODULARITY NULL MOES.

* In previous examples, we used ER as a null model

» Usual approach: configuration model as null model

» Preserves each node’s degree
k k.

4 uav o
p(u,v) 5



MODULARITY

Original formulation



MODULARITY

d(cy, Cw)

Sum over all pairs of nodes



MODULARITY
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MODULARITY

| If there 1s an edge between them

20



MODULARITY

Probability of an edge In
a configuration model
(Edges at random, keeping degrees)

2|



MODULARITY

» Natural extension to weighted/multi-edge networks

ik



FIRST METHOD BY GIRVAN &
NEWMAN

* Back to the method:

» Create a dendrogram by removing edges
» Cut the dendrogram at the best level using modularity

* =>|n the end, your objective Is... to optimize the Modularity,
right ¢

* Why not optimizing it directly !

b



LOUVAIN ALGORITHM

* SImple, greedy approach
» Easy to implement
AT

* Yields a hierarchical community structure

Uil



LOUVAIN ALGORITHM

* Fach node starts in its own community

* Repeat until convergence

» FOR each node:

- FOR each neighbor:
it adding node to its community increases modularity, do it

* When converged, create an induced network

» Each community becomes a node
» Edge welight Is the sum of weights of edges between them

* Irick: Modularity 1s computed by community

» Global Modularity = sum of modularities of each community

Blondel, Vincent D., et al. "Fast unfolding of communities in large networks." %rnal of statistical mechanics: theory and experiment 2008.10 (2008): P10008.



LOUVAIN ALGORITHM

Move nodes

Level 1
Level 2
Mave nadec
T — ——————

Blondel, Vincent D., et al. "Fast unfolding of communities in large networks." @grnal of statistical mechanics: theory and experiment 2008.10 (2008): P10008.



ALTERNATIVES

 Most serious alternatives

» Infomap (based on information theory —compression)
» Stochastic block models (bayesian inference)

* [hese methods have a clear definition of what are good
communities. [ heoretically gsrounded

It



INFOMAP

* [Rosvall & Bergstrom 2009]

* Find the partition minimizing the description of any random
walk on the network

* We want to compress the description of random walks

Rosvall, Martin, and Carl T. Bergstrom. "Maps of random walks on complex networks reveal community structure." Proceedings of the National Academy of Sciences 105.4
(2008): 1118-1123. 08
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Random Without

L With communities
walk Communities

Huffman coding: short codes for frequent items
Prefix free: no code is a prefix of an%her one (avoid fix length/separators)




The Infomap method
Finding the optimal partition M:

« Shannon’s source coding theorem (Shannon’s entropy)
for a probability distribution P = {pi} such that £, pi = 1, the L(p) — H(P) = _ Zpl logpi
I

lower limit of the per-step code-length is

- Minimise the expected description length of the random walk
Sum of Shannon entropies of multiple codebooks weighted by the rate of usage

probability of within modules movements

probability of between modules of a RW, i.e. the rate of usage of the

movements of a RW, i.e. the rate of
module codebook

usage of the index codebook \ - / |
LM) = g~H(2) + 2, pLH(P)

/ Pom X

Exoected decrvotion Entropy of movement between o ,
P Typ modules, i.e. the frequency weighted Entropy of mqvement inside modules, i.e. the
length of partition M frequency weighted average length of

average length of codewords :
codewords in the module codebook

Rosvall, Martin, and Carl T. Bergstrom. "Maps of random walks on complex networks reveal community structure." Proceedings of the National Academy of Sciences 105.4
(2008): 1118-1123. 30



INFOMAP EXAMPLE
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INFOMAP

gRl@ slim up:

» Infomap defines a quality function for a partition different than modularity
» Any algorithm can be used to optimize it (like Modularity)

» Advantage:

» Infomap can recognize random networks (no communities)

£



e HAS 1 1C BLOCK MO S

» Stochastic Block Models (SBM) are based on statistical models
of networks

* They are In fact more general than usual communities.

* The model Is:

» Each node belongs to | and only | community
» To each pair of communities, there Is an associated density (probability of each
S °ERie oSt

33



e HAS 1 1C BLOCK MO S

» SBM can represent different things:

» Associative SBM: density inside nodes of a same communities >> density of
pairs belonging to different communities.

Adjacency Matrix Blockmodel Graph Adjacency Matrix Blockmodel
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e HAS 1 1C BLOCK MO S

» General Idea of SBM community detection:

» Specify the desired number of cluster
» FIind parameters to optimize the maximum likelihood

- Principle: The best parameters are those that allow to generate the observed network with
the highest probability

* Main weakness of this approach

» Number of clusters must be specified (avoid trivial solution)

* MDL (Minimum Description Lenght) approaches exist to
automatically find the number of blocks

35



EVALUATION OF
COMMUNITY STRUCTURE



INTRINSIC EVALUATION

» Partition quality function
» Already defined: Modularity, graph compression, etc.

» Quality function for individual community

» Internal Clustering Coefficient

PE
t
, Conductance: =
|E0ut|+|Ein| FE. | S
- Fraction of external edges # of links to nodes inside

(respectively, outside) the
community

B



FIIFIER 1 YFEDS S
COMMUNITIES



OVERLAPPING COMMUNITIES

* In real networks, communities are often overlapping

» Some of your High-School friends might be also University Friends
» A colleague might be a member of your family

R

25



HIERARCHICAL
COMMUNITIES

Lancichinetti, Andrea, et al. "Finding statistically significant clz}oommunities in networks." PloS one 6.4 (2011): e18961.
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LINK PREDICTION

* Do you know why Facebook “People you may know'' Is so
accurate!

* How youtube/Spotify/amazon recommend you the right item?

» =>Link prediction
» More generally, recommendation, but link prediction is a popular way to do it

L



LINK PREDICTION

« Observed network: current state

* Link prediction: What edge

» Might appear Iin the future (future link prediction)
» Might have been missed (missing link prediction)

43



LINK PREDICTION

« Overview:

- Link prediction based on network structure:

» Local: High clustering (friends of my friends will become my friends)
» Global: Two unrelated hubs more likely to have links that unrelated small nodes

» Meso-scale organisation: different edge probability for nodes in different
communities/blocks

» Link prediction can also be based on node properties

B -Eoe oc lievenue, genre, etc.
» Combining with usual machine learning, outside of the scope of this course

44



FIRST APPROACH
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HEURISTICS

 Network science experts can design heuristics to predict
where new edge might appear/be missing

* Principle: design a score based on network topology f(vI,v2)
which, given two nodes, express their likeliness of being

connected (if they aren't already)

Common neighbors
Jaccard coefficient
Hub promoted
Adamic Adar
Ressource allocation
Community based

N/

v

v

v

v

v

Zhou, T., LU, L., & Zhang, Y. C. (2009). Predicting missing links via Iocal4%formation. The European Physical Journal B, 71(4), 623-630.



COMMON NEIGHBORS

* “Friends of my friends are my friends”
* High clustering in most networks

* =>The more friends In common, the highest probabllity to
become friends

CN(z,y) = [I'(x) N I'(y)

S

['(x) = Neighbors of x i



PREDICTION

* How to predict links based on Common Neighbors (CN)?

Original Graph Heuristic

(e.g., Common Neighbors) Node pairs sorted

by score
(D,C) A More likely

Q’Q :> (D,C)=2 :>
‘ (D,E)=0 (A.E)
e e (A,E)=1 (D,E) Less likely

48



C CARD COEFFICIERSS

» Used In many applications:
» Measure of similarity of sets of different sizes

I(x) N ()
I() UT ()|

JC(z,y) =
 Inturtion:

» Two people who know only the same 3 people
- =>high probabllity

» Two people who know 000 people, only 3 in commons
- =>Lower probability

255



ADAMIC ADAR

turtion:

-or previous scores: all common nodes are worth the same

For AA:

- A common node with ONLY them in common Is worth the most
- A common node connected to everyone Is worth the less
- The higher the size of its neighborhood, the lesser its value

1
AA _
@)= 2 e
zel'(x)NI'(y)

50



BREFEREIN [ AL Al TACHMENSS

* Preferential attachment:

» BEvery time a node join the network, it creates a link with nodes with probability
broportional to their degrees

» In fact, closer to the definition of the configuration model

» Score not based on common neighbors
» =>Assign different scores to nodes at network distance >2

* Inturtion: Two nodes with many neighbors more likely to have
new ones than nodes with few neighbors




DT HER SCORES

Examples of other scores proposed

Sorenson Index
'(z) N I'(y)]
['(z)] + [I'(y)

SI(xv y) —

ub Depressed

I'(z) N (y)]
mazx(|(z)|, |1 (y)|)

T

HD(z,y) =

Ressource Allocation

RA(z,y) =

>
zel'(x)NI'(y) |F(Z)|

S

Salton Cosine Similarity
I(z) N I'(y)

VIE@)]- ()

—

| eicht-Holme-Nerman
['(z) N I'(y)|
VNG ) =P 1T w)

T — T

Hub Promoted

(@) 0 I(y)
min(| L ()], 17 (y))

SC(z,y) =

L —

HP(z,y) =

Y




EOMMUNITY S TRUCTFUSS

 General 1dea:

» | )Compute community structure on the whole graph
» 2)Assign high score for 2 nodes In a same community, a low score otherwise

 How to choose the score!

Ghasemian, A., Hosseinmardi, H., & Clauset, A. (2019). Evaluating overfit and underfit in models of network community structure. IEEE
Transactions on Knowledge and Data Engineering.

53



DT HER SCORES

* Distance based:

» Length of the shortest path
» Probability to reach a node from another on a random-walk of distance k

- See next class on embeddings

» Number of paths of length | between the nodes

* Problem: computational complexity

ST



ML APPROACH TO LINK PREDICTION:

SIMILARITY SCOHRE
SUPERVISED




SUPERVISED MACHINE
L EARNING

* Use Machine Learning algorithms to learn how to combine
heuristics for optimizing predictions

@iliVo steps:

» Training: show features + value to predict
» Using/Validating: try to predict value from features

56



SUPERVISED MACHINE
L EARNING

R dilres: similanity indices (CN, AA, FA, )

» Node attributes can be added It available (age, salary, etc.)

* Our label/value to predict: Link(l) or No link(0) (2 classes)

51



SUPERVISED MACHINE

L EARNING

ML training

Training set

and Examples

With

Edge
D,C 0

0
1
1

ML Algorithm
Logistic,
Classification Tree,
Neural Networks,
etc.

Original Graph

Trained Model
f(H1,H2)->p(1)

Node pairs for prediction

> -

Pair | H1 | H2
AE|1]3
BE|1]3

2 ) Prediction

58

Pair | H1 | H2 | Edge
| > AE|1|3]031
B.E| 1|3 |024

Node pairs sorted

by score
More likely
i> (AD)
(B’ E) Less likely



NODE CLASSIFICATICHS

Bhagat, S., Cormode, G., & Muthukrishnan, S. (2011). Node classification in soqéa} networks. In Social network data analytics (pp. 115-148). Springer, Boston, MA.



NODE CLASSIFICATION

* For the node classification task, we want to predict the class/
category (or numerical value) of some nodes

» Missing values In a dataset

» Learn to predict, in a social network/platform(Netflix...) individuals':
- Political position, opinion on a given topic, possible security threat, ...
- Interests, tastes, etc.
- Age, genre, sexual orientation, language spoken, salary, etc.
- Fake accounts, spammers, bots, malicious accounts, etc.

» Wikipedia article category, types of road in an urban network; etc.

60



NODE CLASSIFICATION

Single vs.
In Relationship

Parents together at 21
Smokes Cigarettes

Drinks Alcohol

Example of risks

Uses drugs

Caucasian vs.
African American

Christianity vs. Islam

Democrat vs.
Republican

Jernigan, C., & Mistree, B. F. (2009). Gaydar: Facebook friendships expose sexual
orientation. First Monday, 14(10).

Gay

Lesbian

Gender

I 1 1 1 1
0.00 0.25 0.50 0.75 1.00

Area Under Curve

~ Fig. 2. Prediction accuracy of classification for dichotomous/dichotomized
~ attributes expressed by the AUC.
——

Kosinski, M., Stillwell, D., & Graepel, T. (2013). Private traits and attributes are péefiictable from digital records of human behavior. Proceedings of the National Academy of
Sciences, 110(15), 5802-5805.




NODE FEATURES

 Non-network approach: Use a classification algorithm based
on features of the node Itself (age, salary, etc.)

* [ he network structure can be integrated using node
centralities: Degree, clustering coefficient, betweenness, etc.

« But we can do much better:

» “Tell me who your friends are, and | will tell you who you are”

62



NEIGHBORHOOD BASED
CLASSIFICATION

« Classification based on the distribution of features in the
nelighborhood

* For each node, compute the distribution of labels In its
neighborhood (vectors of length m, with m the set of all
possible labels)

» Pick the most frequent
- e.g, political opinions
» Train a classifier on this distribution

- e.g, distribution of age, language In the neighborhoods to recognize bots (unexpectedly
random)

63



FIORE RECEN T METHOIES

In the last 10 years, Deep Neural Networks have been introduced to perform
ML tasks on networks

»  Considered state of the art for supervised tasks

GCN: Graph Convolutional Neural Networks

» Link prediction, Node classification, graph classification, etc.

Variational Graph Autoencoder
»  Link prediction, graph embedding. ..

GAI: Graph Attention Networks

»  Attention mechanism as in Transformers (ChatGPT) approach for graphs

DCRNN (Diffusion, Convutionnal, Recurrent NIN)

+ Dynamic data, e.g,, traffic prediction...
64



